Chapter 1
Introduction

Transportation systems require reliable and accurate data for monitoring and managing operations that maximize the safety and efficiency of the roadway network. The proliferation of connected (or cooperative) and automated vehicles, which are capable of providing data regarding vehicle speeds and volumes, congestion and collision avoidance maneuvers, and inclement weather and other potentially dangerous road conditions, create both a major opportunity and a major challenge for public agencies and private companies that support intelligent transportation systems (ITS). The opportunity arises from the diversity of data available to traffic and transportation management personnel, while the challenge arises from the need to gather, process, analyze, and store the vast quantities of data that will flow to the traffic management agencies, especially as big data become available. These emerging and fertile data sources, along with the spread of Bluetooth® and IP-based (cellular and Wi-Fi) communications technologies, will increase the travelers’ proclivity for accurate road traffic information.

Predictions by Gettman, Hales, Voss, and Tumati\(^1\) for the connected city of 2021 forecast growth of 400% in connected travelers, 300% in connected vehicles, and 25% in connected infrastructure. As the connected city continues to grow, the amount of data stored within the system will need to grow from terabytes to petabytes in 10 years—explaining the importance of scalability (i.e., a system’s ability to increase and/or decrease storage resources as needed). If all of this emerging data (such as from connected travelers, connected vehicles, and new types of connected infrastructure) related to traffic operations are stored, the cumulative storage of a typical traffic management agency could be in the many thousands of terabytes by 2026.\(^2\)

A challenge is to develop data fusion methods that can cope with these vast quantities of data.

Sensors that monitor traffic flow at a given point are often ineffective in supplying the data required by modern transportation management systems. For example, origin–destination (OD) pair data needed for planning purposes and vehicle density studies are not readily available from point sensors.
Global positioning system (GPS) and other global navigation satellite systems’ location devices, cell phone tracking through media access control (MAC) address readers, probe vehicles, automatic license-plate readers (ALPRs), toll-tag readers, and trucking industry transponders are increasingly supplementing the information provided by conventional traffic flow sensors.

When multisource data are complementary in nature and an output from one data source does not imply nor is implied by an output from another (i.e., the data sources are conditionally independent), data fusion can provide operational benefits to traffic management personnel. These benefits include utilizing the data to obtain a more accurate description of the road and traffic conditions by decreasing the uncertainty present in the individual sources of data, extending spatial and temporal coverage areas, accessing data not usually available from conventional roadside sensors such as OD pairs and connected vehicle data (for instance, weather and road conditions from in-vehicle sensors that automatically turn on windscreen wipers or initiate traction control measures), and providing the ability to function in inclement weather. The fusion of data and information from multiple sources is consequently a well-adapted answer to the operational needs of traffic management centers and traffic information providers, allowing them to achieve their goals more effectively. 

Data fusion opportunities also exist for processing archived data such as traffic volumes by time-of-day, day-of-week, month, or season, and recurring special events. This offline information, together with real-time sensor data, is often useful in predicting traffic trends and forecasting the need for new roadways or other travel modalities.

Sensor and Data Fusion for Intelligent Transportation Systems introduces readers to the roles of several data fusion processes as defined by the Joint Directors of Laboratories (JDL) data fusion model and the Data Fusion Information Group (DFIG) enhancements, data fusion algorithms, and noteworthy applications of data fusion to ITS. Additionally, the monograph offers detailed descriptions of three of the widely applied data fusion techniques and their relevance to ITS (namely, Bayesian inference, Dempster–Shafer evidential reasoning, and Kalman filtering), and indicates directions for future research in the area of data fusion. The focus is on data fusion algorithms rather than on sensor and data fusion architectures, although the book does summarize factors that influence the selection of a fusion architecture and several architecture frameworks.

1.1 Applications to ITS

Effective design of an ITS requires a systems approach that incorporates sensors and other data-gathering devices and a variety of communications technologies into the concept exploration, architecture selection, hardware and data processing design, testing, operation, and performance evaluation of
the fabricated system. Systems engineering helps assure that a proposed architecture will satisfy the goals and objectives of the project. Typical projects that benefit from this method include freeway designs that employ ramp metering, information dissemination to travelers, managed lanes, and active traffic management; arterials that utilize traffic adaptive signal control, signal priority for transit, freight, and emergency vehicles, and parking guidance; integrated corridors that coordinate and seek to optimize traffic flow on arterials and limited-access highways; road-weather systems; and the construction and staffing of transportation management centers, especially those that collocate personnel from different agencies.

Several data fusion algorithms are already prevalent in ITS applications. These include Bayesian inference, Dempster–Shafer evidential theory and some of its modifications, artificial neural networks, fuzzy logic, knowledge-based expert systems, and vehicle and pedestrian tracking based on the Kalman filter or extended Kalman filter (EKF), Monte Carlo techniques, and particle filters. The Bayesian and Dempster–Shafer approaches belong to the class of feature-based parametric algorithms. They directly map parametric data (e.g., features) into a declaration of identity. Physical models are not used. Artificial neural networks belong to the class of feature-based information theoretic techniques that transform or map parametric data into an identity declaration. No attempt is made to directly model the stochastic aspects of the observables. Fuzzy logic and knowledge-based expert systems are examples of cognitive-based approaches that attempt to emulate and automate the decision-making processes used by human analysts. The Kalman filter and its nonlinear-motion counterparts are examples of physical models since the kinematics of the objects being tracked are modeled. Physical models replicate object discriminators—in this case, position, velocity, and sometimes acceleration—that are easily observable or calculable.

ITS subsystems include advanced transportation management systems (ATMS), automatic incident detection (AID) (a subset of ATMS), advanced traveler information systems (ATIS), advanced driver assistance systems (ADAS), and commercial vehicle operations (CVO), all of which gather data and information from different sources. Data fusion techniques can therefore be developed to combine the data and obtain a better understanding of what the data represent, e.g., the types of objects or the situation (for instance, a roadway incident) giving rise to the data.

Incident detection algorithms that automatically detect incidents, accidents, and other road events requiring emergency responses have existed for more than three decades. Most of the algorithms rely on loop detector data. However, these algorithms exhibit mixed success. Interest in incident detection algorithms has renewed partly because of the availability of new sensors and data sources such as probe and connected vehicles and cellular telephone reporting. However, data fusion involving combinations of hard
(i.e., sensor) and soft (i.e., voice) data is not without risks and is a subject of current research. Notwithstanding the preceding comment, AID is typical of the class of problems that can be enhanced by data fusion techniques.

ATIS employ a variety of automatic data collection techniques to assist in understanding traffic conditions and derive relevant indicators that support traveler guidance. Traveler information is often presented as travel time or, in the worst case, as a road closure or extended delay due to an incident. In this context, travel time is used as a measure of impedance (or cost) for route choice strategies. However, conventional traffic sensors that measure the prevailing traffic conditions on an urban road may be ineffective at this task because of a sparsity of sensors or their inoperability. The proliferation of alternative data and information sources (e.g., surveillance cameras, GPS, MAC address readers, ALPRs, connected and automated vehicles, and cell phone reports) provide data that supplement traditional sensor measurements. These complementary devices also have the potential to improve the accuracy of travel-time estimates. As a result, travel-time estimation becomes a candidate data fusion application.

Improving traveler safety is a primary function of ITS. The increased availability of ADAS and collision avoidance systems (CAS) is indicative of the growth in active safety devices that complement traditional passive ones such as seat belts and air bags. ADAS help alert a driver to traffic and other hazards surrounding the vehicle in pre-crash situations. Their input data frequently come from a variety of sensors including radar, lidar, ultrasonic, and video imaging sensors. Fusion is exploited to combine these data and alert the driver to potentially dangerous situations. CAS have the ability to notify not only drivers of potential incident situations, but also traffic management personnel who can take actions such as reducing speed limits on the affected highways or lanes, closing lanes, and notifying state highway police to implement a traffic break or initiate other accident-preventive procedures.

An important item in the field of transportation planning and control is OD estimation from counts undertaken on specific links of the transportation network. An estimation of a most likely OD matrix is then derived from the counts. Traffic flow forecasting is of increasing importance to traffic surveillance, facility management, and departments that plan for new roadways. Many traffic flow prediction schemes of the past were based on classic autoregressive models, especially time series techniques. Connected vehicle, GPS, MAC address, and ALPR data are now available to enhance the acquisition of OD pair information.

Modern transportation systems require accurate information concerning the position and orientation of vehicles to forecast congestion and incident precursors such as wrong-way drivers. This application has been abetted by the ubiquitous nature of GPS for location and navigation services. However, when satellite signals are blocked by tall buildings and trees, or are corrupted by electromagnetic
interference or refraction as they propagate through the atmosphere, loss or
degradation of the GPS signal occurs. In such situations, the estimation of
position is degraded at best or, at worst, is impossible to obtain as the device is
unable to acquire a signal. Inertial navigation systems (INS) that determine the
location of a vehicle rely on dead reckoning and can be used to complement GPS
data when the latter are degraded or unavailable. However, INS are subject to
integration drift caused by the accumulation of small errors in the measurement
of acceleration and angular velocity that manifest as larger errors in the position
estimate. Data fusion offers a complementary approach that combines the
benefits of the GPS and INS techniques, namely, calibration of the INS by the
GPS signals when they are available, and position and angle updates provided by
the INS when the GPS signal is blocked.

Another area closely related to ITS is autonomous or self-driving vehicles.
The need for data fusion in these vehicles was noted by Raj Rajkumar, Professor
of Electrical and Computer Engineering at Carnegie Mellon University, at a
forum sponsored by the National Academy of Engineering in 2018.4 Prof.
Rajkumar remarked that some companies are not relying on GPS to provide
location data to the autonomous vehicles they manufacture because there are
many GPS-denied environments, such as under bridges, inside tunnels, in urban
canyons, and in densely forested areas. Instead, these companies are working
toward the identification of landmarks to locate the vehicle. However, certain
places have very few landmarks. Rajkumar observed that “There are pros and
cons to every approach you can take. My own philosophy is that you need to
fuse together as many things as you can to get the best of all possible worlds.”4
Furthermore, the components of an autonomous vehicle can fail, so redundancy
must be built into the vehicle. This presents another opportunity to incorporate
data fusion into such a vehicle.

1.2 Data, Information, and Knowledge

Data, information, and knowledge are terms found throughout this book. Their
relation to each other is illustrated in Fig. 1.1 in the form of a triangle whose
foundation is the data that evolves into information and finally into knowledge
through further processing, interpretation, and comprehension.5 Data are the
individual observations, measurements, and primitive messages from the lowest
level of abstraction. Data are obtained from human communication, text
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messages, electronic queries, or devices that sense phenomena. Evidence consists of relevant data or specific elements of the overall data set.

Information is represented by organized sets of data. Organization may occur through sorting, classifying, and indexing and linking data to place data elements in relational context for subsequent searching and analysis.

Finally, knowledge, or foreknowledge (i.e., predictions or forecasts), evolves from information that is analyzed, understood, and explained. Once understood, knowledge provides a degree of comprehension of the static and dynamic relationships among data objects, the ability to model structures, and an understanding of past and future behavior of those objects.

1.3 Summary of Book Contents

This book contains five additional chapters. Chapter 2 includes several common definitions of sensor and data fusion, and presents an argument for its application to traffic management. The relevance of multisensor data fusion is due to the following factors: its value in combining and interpreting information gathered from a complex environment characterized by the presence of different types of vehicles; the often rapid changes in traffic flow characteristics; unexpected objects such as debris, pedestrians, or animals darting across a roadway; vehicles changing lanes; and roadside structures or weather effects that interfere with the normal observation of traffic patterns and the gathering of needed data. Chapter 2 describes the processes typically associated with data fusion and their benefits with the aid of the JDL data fusion model and the DFIG augmentations. Although this model was originally developed with military-oriented applications in mind, its concepts and approaches are shown to be directly applicable to traffic management.

The traffic management data fusion strategies discussed in the chapter utilize data from traffic flow sensors installed along the roadway; devices that access toll-tag and electronic screening and truck transponders, ALPRs, and Bluetooth-device MAC address readers used to track and re-identify vehicles; floating cars that provide a traffic management center emissions information in addition to normal traffic flow parameters linked to the vehicle’s location via GPS; crowdsourcing applications and personal device monitoring that measure travel behavior of pedestrians and bicyclists; and, in the not too distant future, connected and cooperative vehicle data associated with vehicle-to-vehicle (V2V), vehicle-to-infrastructure (V2I), and vehicle-to-pedestrian (V2P) applications. A summary of factors that influence the selection of a sensor and data fusion architecture and several architecture classification schemes are provided, although this is not the primary focus of the chapter. The emphasis is on data fusion algorithms and processes, and their applications to ITS and traffic management. Consequently, the discussions of the taxonomies and several of the algorithms used for object detection,
classification, identification, and state estimation and tracking utilize transportation-related examples to illustrate their relevance. The higher-level data fusion processes of situation and impact assessment, performance refinement, and user refinement identify behavior patterns (in this case, traffic behavior), associate entities and events, predict future behaviors and their time frames, assess the situation generating the collected data, refine the fusion process, and address issues concerning human interpretation of the results of the data fusion process. The chapter concludes by describing a variety of sensor and data fusion applications to ITS and its subsystems.

Chapter 3 discusses the underlying principles of Bayesian inference, the assumptions typically associated with its application, and several examples that illustrate its relevance to traffic management. Common prerequisites for Bayesian analyses are the ability to: (1) compute or model the likelihood functions for each sensor or information source and object in the scenario of interest, (2) use a set of mutually exclusive hypotheses and calculate the a priori probabilities that the hypotheses are true, (3) discard past evidence or data once the posterior probability is calculated for the current period of interest, and (4) obtain data from conditionally independent sensors. Bayesian inference is widely employed for detection, classification, and identification of objects and events related to traffic management. It provides travel-time estimation, automatic incident detection, and decision support. The examples described in the chapter are identification of vehicle type with emission spectra data collected by a sensor, incident detection utilizing an influence diagram and a joint sensor report, truck classification using a multiple classifier system in which two of the processes are Bayesian, and maneuver-based trajectory prediction and criticality assessment by means of causal Bayesian networks.

Chapter 4 examines Dempster–Shafer evidential theory, a pseudo-probability–based data fusion classification algorithm. This method finds application when the sensors (or, more generally, the information sources) contributing data cannot associate a 100% probability of certainty to their output decisions. The sensors must function as independent sources of information concerning the presence of the objects or events of interest. Knowledge from multiple sensors about events (called propositions) is combined using Dempster’s rule to find the intersection or conjunction of the propositions and their associated probability, which is expressed as probability mass, sometimes called a basic probability assignment. The chapter summarizes several modifications to the original Dempster–Shafer theory that have been proposed to accommodate situations where the information sources are in conflict. Perhaps the most difficult part of applying Dempster–Shafer theory in its original or modified forms is obtaining probability mass functions. Five methods for developing these functions are discussed. An example is given of the application of Dempster–Shafer
reasoning to create a decision support system that enhances a traffic manager’s understanding of the conditions that give rise to the collected data.

The Kalman filter described in Chapter 5 provides an optimal state estimate for linear systems as long as the dynamics of the tracked object and measurement noise are accurately modeled. The filter estimates an object’s state (i.e., its position, velocity, and acceleration) at some future time, e.g., the predicted time of the next observation, and then updates that estimate using noisy measurements of the state. Process noise present in the kinematics of the object must also be modeled and of sufficient magnitude to keep the Kalman gain large enough to ensure that the tracker does not ignore the current measurement data and simply dead reckon the track based on past history. Moreover, the Kalman filter offers an estimate of the tracking error statistics through the state error covariance matrix. Also discussed are the $\alpha$-$\beta$ filter, which is applicable when the tracked object moves with constant velocity, an interacting multiple model to describe potential vehicle motion on a roadway, and the extended Kalman filter, which is applicable to nonlinear systems.

Chapter 6 reviews the state of the practice of data fusion in traffic management applications and the need for continued research in several areas that include reliability and quality of input data to the fusion system, security of data fusion systems, fusion of sensor or hard data with human-generated or soft data, fusion system performance assessment, the adaptive nature of measures of performance (MoPs), dependency of MoPs on the data fusion scenario, obtaining accurate ground truth data, use of commercial database management and operating systems tools, and designing for worst-case scenarios to properly specify processing and communications requirements. The chapter concludes with a summary of the information needed to apply Bayesian inference, Dempster–Shafer evidential theory, artificial neural networks, voting logic, fuzzy logic, and Kalman filtering data fusion algorithms to object detection, classification, identification, and state estimation.
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