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Figure 1. 3D illumination The illumination incident on the mask contains mutually incoherent plane 
waves with a range of 2D angles as well as a range of wavelengths. Here we show a 3D k-space 
visualization of quad illumination with a 20% PFR (Pupil Fill Ratio), and a source bandwidth of ±0.1nm.

Measuring EUV mask 3D effects 
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ABSTRACT
Achieving the ultimate resolution limit of EUV lithography is greatly impeded by the 3D photomask geometry, 
including an absorber whose thickness is comparable to the minimum lateral dimensions of the pattern, and a 
reflection plane a similar depth beneath the surface of the multilayer mirror. Rigorous simulations have shown 
that these effects can in theory be mitigated by adopting a thinner absorber and a multilayer with a reflection 
plane closer to the surface. But regardless of how rigorously the design is optimized, there is clearly a need to 
experimentally confirm that the as-built photomask conforms to the simulation’s predicted complex electric 
field. This experimental confirmation is difficult because only the field’s intensity is directly observable. One 
promising approach to unambiguously make this measurement is Zernike phase contrast imaging, which 
determines the complex electric field from intensity images acquired from a single illumination condition 
with different phase shifts on the 0 order. In this work we present an extension to a hyperspectral version of 
the technique. By varying the wavelength, we are able to empirically observe the complicated interaction 
between absorber, multilayer, pattern, and illumination. We performed an experimental demonstration of 
the technique on a patterned EUV mask with 60nm TaN absorber using specially fabricated zone plates 
on the SHARP EUV microscope at the Center for X-Ray Optics. Our results demonstrate the sensitivity of 
hZPC to both the Fresnel reflectance as well as more subtle 3D effects also observed in rigorous simulations.
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Editorial  
The Phoenix rising from the 
ashes…
Andy Wall, HOYA Corporation
Early in 2020 I wrote a study on the impact of COVID-19 on the semiconductor 
industry, forecasting the “new normal” in which we will live and work post pandemic. 
I was reviewing the accuracy of these predictions recently, which varied from spot-
on, to completely insane with hindsight, but that is not a topic for today’s editorial. 
I was reminded of this work in relation to the annual SPIE Photomask Technology + 
EUVL conference. At the time of writing, the conference is imminent, but by the time 
you read this it will hopefully have gone ahead with great success. The conference is 
to be held in a virtual format for the second year running. Yes, virtual again. It’s easy 
to focus on the negative aspect of the pandemic forcing a conference to be virtual, 
but by doing so we risk missing the fundamental change occurring in the world that 
is positive for our industry post pandemic.

My new normal predictions considered the shift to remote working, but assumed 
that when the pandemic is over a large portion of those workers would return to 
an office. Maybe the pandemic has gone on longer than expected or my vision 
was not far reaching enough, but it looks increasingly likely that a large portion 
of the workforce will adopt hybrid or home-working models. Similarly, future in-
person conferences will likely continue to include virtual elements to allow remote 
participation, and so the need for improved remote collaboration tools remains.

Video conferencing and remote collaboration became a necessary evil of the past 
18 months. We have become used to staring at a screen of tiled images of our co-
workers with hastily combed hair and maybe a sweater pulled over their sleeping 
attire. Many of us find little enjoyment in a video conference call, but the format may 
soon change. On 19 August Facebook announced their new technology, Horizon 
Workrooms (https://about.fb.com/news/2021/08/introducing-horizon-workrooms-
remote-collaboration-reimagined) which uses VR headsets to gather the meeting 
participants as avatars inside a simulated room. The technology has traditionally 
been used for gaming and allows the user to create their own avatar, the image of 
which will attend the meeting and will mirror gestures that the real-life participant 
makes. The meeting room can be customized, such as a large conference table, 
small discussion table, or a university-style lecture theater to attend the next virtual 
conference. Facebook isn’t the only company redesigning virtual meetings; Spatial 
(https://spatial.io) is hosting holographic-style avatars in virtual meeting rooms, and 
Google’s Project Starline allows interaction between 3D images via a custom screen 
(https://blog.google/technology/research/project-starline).

Is this innovation a realistic replacement for the current video-conferencing 
solutions? In the short term, probably not. The barrier to entry is high as it requires 
expensive headsets or equipment to implement, and getting multigenerational 
workforces onboard with this type of dramatic transformation is difficult. The ability 
to create your avatar’s appearance may also inhibit collaboration as you can’t see 
the actual person that you are talking to, not to mention the avatar may look nothing 
like the real person controlling it. However, it is the trend that is important, with the 
need to reinvent the digital workspace being accelerated by the pandemic towards 
the new normal. Long-term, this type of disruptive technology will change the face 
of video conferencing. 

There are many examples of accelerated technology trends as a result of the 
pandemic that will change our activity in the long-term: consumer habits changed to 
reduce foot traffic at stores and increase the use of online shopping models; it is now 
faster and easier to order your coffee via an app on your smartphone than it is to 
queue in the store and talk to the barista; and schools have adopted online learning 
for specific topics after they returned to in-person teaching, using applications 
developed during at-home schooling. Many school children are now being provided 
with notebooks for the school year to run those applications, providing a long-
term boost to the PC market post pandemic, while the social trend towards less 
human interaction and an expectation of instant gratification has increased the use 
of applications that drive demand for smartphones, servers, and cloud solutions to 
name just a few. 

COVID-19 has changed our actions and expectations and has pushed us to 
implement faster change towards the new normal, and as a result we see increased 
long-term demand for semiconductors. The negative impact of COVID-19 endures, 
but we should also look for the Phoenix rising from the ashes and recognize and 
embrace the future trends that will drive our industry. Hopefully next year we can 
meet in person at the 2022 SPIE Photomask Technology + EUVL Conference, but if 
the travel restrictions and variants endure, then at least our avatars will be able to 
meet and discuss the latest and greatest technology for photomasks. In case you 
don’t recognize my avatar, I’ll be the young man with a Thor-like physique wearing 
board shorts and a Hawaiian shirt.
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Introduction
Achieving the ultimate resolution limit of EUV lithography is greatly 
impeded by the 3D photomask geometry, including an absorber whose 
thickness is comparable to the minimum lateral dimensions of the pat-
tern, and a reflection plane a similar depth beneath the surface of the 
multilayer mirror.1–4 While these effects can be mitigated by adopting a 
thinner absorber1 and a multilayer with a reflection plane closer to the 
surface,3, 4 ultimately these designs are optimized by rigorous simulations 
such as Rigorous Coupled Wave Analysis (RCWA), meaning they are fun-
damentally limited by the accuracy of the inputs to the RCWA simulation. 
Therefore bringing these absorber and multilayer designs from simulation 
to reality might be greatly aided by the ability to experimentally confirm 
(or calibrate) the predictions of RCWA, to precisely characterize and 
compensate 3D scattering effects to create a high-quality image at the 
minimum feature size. The impact of 3D effects will become most severe 
for printing low-k1 patterns, due to several interlocking problems: the 
larger source divergence required to maximize resolution will necessitate 
simultaneously including source points from opposite ends of the pupil, 
for which both the Fresnel reflectance and shadowing are markedly dif-
ferent; furthermore, the smaller features on the mask will increase the 
divergence of diffraction orders during reflection, which may require 
optimizing the phase and/or amplitude response of the multilayer, includ-
ing angles far beyond the maximum angle of incidence.

But separate from questions of how to mitigate mask 3D effects by op-
timizing the source, pattern, absorber, and multilayer is the fundamental 
question of how to measure mask 3D effects. In this work, mask 3D effects 
are split into two categories: the simpler Fresnel 3D effects and the more 
general rigorous 3D effects. Both describe mathematical deviations of the 
scattered electric field from a thin-mask scattering model, with Fresnel 3D 
effects simply making the multilayer and absorber reflectance functions 
of the illumination wave vector (representing bulk changes in the Fresnel 
reflectance) whereas rigorous 3D effects describe any more complicated 
relationship between illumination, pattern, and scattering. Fresnel 3D 
effects can in principle be determined from only measurements of bulk 
multilayer and absorber reflectance, while rigorous 3D effects can only be 

measured by recovering the amplitude and phase of all scattered waves 
from a certain pattern under coherent illumination, which amounts to a 
spatially resolved measurement of the complex electric field.

We have previously proposed measuring precisely this spatially 
resolved complex electric field from a given pattern under plane-wave 
illumination by acquiring multiple images of a feature with a single il-
lumination angle but multiple different imaging transfer functions, and 
subsequently reconstructing the complex field computationally, where 
we found that a particularly promising approach for unambiguously 
determining the complex field was by using a series of Zernike phase 
contrast zone-plates as our coding elements, which allow us to measure 
intensity images with different phase shifts on the 0 order.5 In this work, 
we extend our past Zernike phase contrast (ZPC) measurements to also 
include a scan of illumination wavelength, therefore calling the new 
technique hyperspectral Zernike phase contrast (hZPC). We present 
our experimental hZPC measurements of a patterned EUV mask (60nm 
TaN absorber, standard 40 bilayer Mo-Si multilayer) performed on the 
SHARP EUV microscope at the Center for X-Ray Optics. The feature in 
question is a 3:1 line-space pattern with 140nm pitch (560nm on mask) 
in the horizontal (shadowing) orientation. We measured the feature 
using a set of 6 zone plates over a range of wavelengths, and then com-
putationally recovered the arbitrary complex diffraction orders for each 
illumination condition independently, which revealed systematic changes 
in the electric field as a function of space and wavelength. This trend 
clearly shows Fresnel 3D effects, where the average electric field in the 
absorber and multilayer regions of the hZPC reconstruction track closely 
with the respective Fresnel coefficients determined by reflectometry.6 
This agreement with reflectometry is a promising validation of the phase 
recovered from hZPC, but far from the limits of its capabilities. To this 
end we further demonstrate that hZPC can also measure rigorous 3D 
effects, or arbitrary variation of the scattered orders, by comparing our 
experimental reconstruction against a rigorous coupled-wave analysis 
(RCWA) simulation. While the simulation and experiment are not identical, 
the simulation contains an idealized geometry which is only qualitatively 
accurate; so, while acknowledging the differences, we point out the 

Figure 2. Fresnel reflectance vs kz The Fresnel reflectance, while it depends on both wavelength and angle, is approximately a function of kz 
due to planar symmetry. Here we plot the ratio of absorber over multilayer reflectance, as a function of wavelength and angle (top), and as a 
function of k-vector (bottom).
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promising similarities of the hyperspectral diffraction patterns. One of 
the most striking features that we clearly observe in both simulation and 
experiment is the asymmetry between positive and negative diffraction 
orders, which increases for higher order diffraction, a clear indication of 
shadowing. Shadowing cannot be described by a Fresnel thin-mask scat-
tering model, and depends on interactions between absorber, multilayer, 
pattern, and illumination. This suggests the vital role that this method 
can fill in experimentally probing physical effects which were previously 
accessible only through simulation.

In Section 1 we describe the physical models for illumination and scat-
tering. In Section 2 we describe our experimental methods for Zernike 
Phase Contrast (ZPC) and hyperspectral ZPC (hZPC). In Section 3 we 
describe our computational methods for phase retrieval, as well as for 
making the reflectometry thin-film model compatible with Rigorous 
Coupled-Wave Analysis (RCWA). And finally in Section 4 we present 
the results of our hZPC reconstruction and compare against the Fresnel 
thin-mask and RCWA predictions.

Figure 3. Zernike Phase Contrast (ZPC) Here we demonstrate the overall ZPC technique, where we use a zone plate with a central phase shifted 
region. The left has no phase shift, and the right has a 180° phase shift. We then show an example of raw data acquired with each zone plate, 
where we can clearly see differences in contrast for the two images, with the 180° phase shift approximately equalizing the contrast between 
multilayer and absorber. Finally we show how this difference of contrast arises by phase shifting the 0 order; the amplitude of all orders is the 
same, as is the phase of all orders but the 0 order, and yet we see a large change in contrast across the entire image.
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1. Physical Models
1.1 Imaging with 3D illumination
EUV illumination incident on the mask contains a distribution of mutually 
incoherent plane waves, with a range of angles set by the source shape 
and a range of wavelengths set by the lights source spectrum and spectral 
response of each multilayer mirror coating in the system. Figure 1 shows 
how the presence of multiple wavelengths requires a 3D description 
of the illumination. This could either be two angular dimensions plus 
wavelength, or alternatively the three components of the wave vector 
(kx, ky, kz). We adopt the latter approach in Figure 1, where we can see 
that the spread of just ±0.1nm in wavelength leads to a large range of kz 
values for each illumination angle. One reason to make this change of 
coordinates is that the reflectance of both multilayer and absorber are 
essentially independent of kx and ky, and depend almost exclusively on kz 
over this range of angles and wavelengths. This is illustrated in Figure 2, 
which shows the relative Fresnel coefficient , which is the ab-
sorber coefficient divided by the multilayer. This figure clearly shows that 
whereas the reflectance does have some noticeable variation orthogonal 
to λ, it has almost no variation orthogonal to kz. Therefore, referring back 
to Figure 1, we can see that different source points will have different 
values of Fresnel reflectance, both in the y direction, where the offset 
chief ray makes the variation asymmetric, as well as in the x direction 
where the variation is at least symmetric. Each source point produces a 
different scattered field, which are all imaged independently and summed 
incoherently in the final image. If the mask were purely 2D, then it would 
be possible the ignore how scattering varies as a function of illumination 
wave vector; however, once we consider the true 3D geometry of the 
mask, this is no longer the case.

1.2 Thin-mask scattering
The first scattering model we introduce is the thin-mask model, which 
reduces scattering to a 2D function.7 For a binary mask, the scattering 
function S(fx, fy) becomes just the Fourier transform of the pattern P(x, y):

If the absorber is not perfectly attenuating, but instead “leaky,” we may 
introduce coefficients to scale the multilayer (rML) and absorber (rAbs), but 
otherwise keep the same model:

This latter model is sufficient to describe 2D scattering for an absorber 
with arbitrary attenuation and phase, but is limited by neglecting the 
effects discussed in the next two sections.

1.3 Fresnel thin-mask scattering
A simple modification that we can make to the thin-mask scattering 
model to begin accounting for 3D scattering would be to keep the same 
2D spatial dependence for absorber and multilayer, but to make the 
coefficients rML and rAbs depend on illumination. If we use the Fresnel 
reflectance for these coefficients, this model can easily be computed 
so long as a physical model of multilayer and absorber is known; for 
example in this work we use a physical model that was determined by 
reflectometry on the same mask.6 Because the Fresnel reflectance is 
calculated from a series of flat layers, it does not cause scattering in kx 
or ky, but only in kz; it also depends indirectly on the wavelength because 
the refractive indices of layers in the stack are functions of wavelength. 
However, as shown in Figure 2, over the range relevant to EUV lithography 

Figure 4. Fresnel phase We plot the relative phase (absorber phase minus multilayer phase) as a function of wavelength for different cases. 
The top plot demonstrates the importance of our optimization procedure to remove roughness, where the optimization allows us to create 
a roughness-free model whose phase is much closer to the original model than if we were to simply set roughness to 0. The bottom plot 
compares the Fresnel relative phase to the image-based relative phase (average absorber phase minus average multilayer phase) from hZPC 
and RCWA.
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the dependence on wavelength is much smaller than the dependence 
on kz, so we can approximately say r(kx, ky, kz) ≈ r(kz) for both absorber 
and multilayer coefficients. This reduces the scattering function to a 
function of 3 dimensions:

What this says is that different source points will not experience the 
same attenuation and phase shift upon reflection, and furthermore that 
for a given shift in angle there is an equivalent shift in wavelength so long 
as kz = 2π cos θ/λ remains constant. As shown in Figure 1, the offset chief 
ray offset means that source points with  uy < 0 will be closer to normal 
incidence and uy > 0 will be more oblique, which makes kz a decreasing 
function of uy. On the other hand because the chief ray is centered in the 
x direction, kz is a decreasing function of |ux| (and an even function of ux).

So ultimately the Fresnel thin-mask model characterizes mask 3D ef-
fects that arise from the Fresnel coefficients of multilayer and absorber 
being functions of illumination wavelength and angle. This already has 
implications for mask design, such as suggesting that the optimal mask 
design would likely be source-dependent regardless of the features being 
printed. However, it fails to capture the full generality of 3D scattering, 
necessitating a more rigorous approach.

1.4 Rigorous scattering
The most general description of scattering can be obtained from a rigor-
ous simulation such as rigorous coupled wave analysis (RCWA) or finite 
difference time domain (FDTD). This calculation takes in a 3D refractive 
index distribution and an illumination wave, and outputs the complex 
scattered field at a specified output plane. This calculation is generally 
performed for both TE and TM polarizations, which we neglect in this 
work; all rigorous results presented are based on TE polarization. If we 
assume a geometry that is periodic in x and y, with pitch px in x and py 
in y, then we can fully specify the electric field in terms of its Fourier ex-
pansion into plane waves that are integer harmonics of the fundamental 
frequencies in x and y.7 We index the spatial frequencies by , 
where the coefficient for spatial frequency (m/px, n/py) is am,n:

This expression is valid for a single illumination condition, so in general 
we need to also allow the coefficients am,n to vary as functions of (kx, ky, kz):

It is this expression rather than the two previous approximations that 
truly describes scattering for each source point. Generally it has been 
accessible via simulation, but experimental characterization has been 
more difficult. In this work though, we present evidence that our pro-
posed Zernike phase contrast (ZPC) method can indeed experimentally 

measure a set of complex Fourier coefficients for a periodic feature, 
and furthermore that with the extension to hyperspectral Zernike phase 
contrast (hZPC) we can even begin to construct a higher dimensional 
representation of the scattering function, including arbitrary spatial and 
illumination dependence.

2. Experimental Methods
2.1 Zernike phase contrast (ZPC)
The key to our technique for measuring the scattered amplitude and 
phase under a given illumination condition is to measure images taken 
under the same illumination conditions, but with different imaging transfer 
functions. To this end we have a set of 6 ZPC zone plates, which each 
has a 6° chief-ray and 0.55/4 NA, but in the center of each zone plate 
there is a phase shifted region with a unique phase shift. The phase shifts 
range from 0° to 300° in steps of 60°. We must always illuminate with a 
plane-wave aligned with the chief-ray, such that the forward-scattered 
light (0 orders diffraction) passes through the phase shift. On the other 
hand light scattered away from the 0 order will pass through the outer part 
of the zone plate and be imaged with no phase shift. Figure 3 shows two 
examples of ZPC imaging with a 0° and 180° phase shift, clearly demon-
strating how the order phase shift greatly impacts the image contrast by 
creating either constructive or destructive interference of the scattered 
light with the background. In addition to the different phase shifts, we 
also acquire a focal stack for each zone plate, both to account for focus 
alignment and to increase the number of different transfer functions with 
which we image the mask.

2.2 Hyperspectral Zernike phase contrast (hZPC)
Experimentally the hZPC measurement is identical to the original ZPC 
measurement, except that in addition to scanning the 0 order phase 
shift and the focus, we also scan the illumination wavelength. Note that 
we must offset the focus for each wavelength scan, because the focal 
length of a zone plate varies as a function of wavelength; remaining focus 
discrepancies for each wavelength and zone plate can then be removed 
in the alignment procedure. For both ZPC and hZPC, the feature being 
considered is a 560nm (mask pitch) 3:1 line-space in the horizontal 
(shadowing) orientation.

3. Computational Methods
3.1 Phase retrieval
We perform phase retrieval independently for each wavelength, and 
for each we recover the complex diffraction orders contained within 
the image. The algorithm is more thoroughly laid out in the Appendix. 
In short, for a given wavelength it takes as inputs the measured ZPC 
images, as well as the intensity of each scattered order, measured with 

Figure 5. E(x) Electric field as a function of position, for Fresnel thin mask (reflectometry model) ZPC (experiment) and RCWA (roughness-free 
reflectometry model). Both ZPC and RCWA show asymmetry in amplitude and phase characteristic of shadowing, but the specific deviations 
from the Fresnel thin-mask model differ.
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scatterometry; the scatterometry data is not strictly necessary, but can 
help improve accuracy.5

Then it uses the measured ZPC and scatterometry data, as well as sev-
eral loosely enforced prior assumptions about the pattern, to reconstruct 
the complex field. The prior assumptions used are: low-rank autocorrela-

tion (PhaseLift);8 binary, in-focus pattern; square-wave (possibly out of 
focus); minimum energy, weighted to promote low spatial frequencies. 
These priors are not strictly enforced, but rather serve to “nudge” the 
solution in the right direction while remaining consistent with the data.

Figure 6. E(λ, θ) Electric field as a function of wavelength and position, for Fresnel thin-mask, hZPC, and RCWA. All three show similar trends in 
how the phase increases with increasing wavelength, but the trends in the amplitude are fairly different, with hZPC showing a broadening of the 
central peak at low wavelengths, whereas RCWA shows the peak shifting to the left but with roughly constant width.
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3.2 Generating roughness-free model
An entirely different computational routine is also necessary to transfer 
the film model recovered from reflectometry into one that can be used 
in rigorous coupled-wave analysis (RCWA). The key stumbling block is 
that the reflectometry model uses the physical parameters of thickness, 
roughness, and complex refractive index to calculate the Fresnel reflec-

tance, whereas the geometry in RCWA does not include roughness and 
instead assumes perfectly flat interfaces. An obvious but ultimately naive 
approach to solving the issue is to simply remove surface roughness from 
the reflectometry model; but unfortunately this results in substantial 
phase errors, shown in Figure 4 (top, blue curve vs red curve). This is a 
crucial effect to understand for designing EUV absorbers, particularly 

Figure 7. Complex plane Scattered orders plotted in the complex plane for Fresnel thin-mask, hZPC, and RCWA. Both hZPC and RCWA have 
asymmetric ±m orders characteristic of shadowing, particularly in how the asymmetry increases for higher order diffraction due to increased 
divergence of the diffraction angles. They also both display curvature, with opposite curvature for + and − orders. Although the orders are 
shifted inhZPC relative to RCWA, after they have been aligned in the bottom plots, the similarities in these hyperspectral diffraction trends 
become more apparent. 
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for an attenuated phase shift mask (aPSM), where the current state of 
the art is reliant on using rigorous calculations such as RCWA1–4 which 
presumably do not include roughness, possibly calling into question 
exactly how accurately these simulations would compare with an actual 
photomask that does contain roughness.

Our current solution for removing roughness from the model is to take 
the reflectometry film model, and iteratively reduce the roughness, while 
enforcing that the Fresnel reflectance, including phase, changes by as little 
as possible. As shown in Figure 4, the optimized curve (yellow) is much 
closer to the original Fresnel coefficient (blue) compared to the “naive” 
approach (red). This greatly improved consistency between RCWA and 
reflectometry allows us to at least qualitatively compare results from 
RCWA, the Fresnel thin-mask model, and the hZPC experiment.

At the same time there is still some residual error, which suggests that 
even this approach may be limited in how well the idealized roughness-
free geometry can truly predict 3D scattering. Furthermore, other ide-
alizations are also present in the simulation geometry such as assuming 
an idealized vertical etch. All this is to say that while rigorous simulations 
may in some sense be the gold standard for predicting mask 3D effects, 
their predictions should be taken with a grain of salt, hence the need to 
measure 3D effects experimentally.

4. Results and Discussion
In this section we present three different complex fields: the first is the 
Fresnel thin-mask using the reflectometry model, the second is the 
reconstruction from the hZPC experiment, and the third is the output 
of RCWA using the optimized roughness-free reflectometry model. In 
Figure 5 we present the 1D reconstructed electric field of one period of 
the grating for the three cases, at the nominal wavelength of λ = 13.5nm, 
and a 6° illumination angle. Note that while the nominal duty cycle is 
25%, we used a slightly different value of 25.5% in an attempt to match 
the experimental CD from ZPC. Both ZPC and RCWA deviate from the 
Fresnel thin-mask; both are asymmetric, for example in the main peak 
both show a higher intensity on the left side than the right. But for ZPC 
the main peak appears to be split into two peaks, whereas for RCWA there 
is still just one peak, but it is narrower than for the Fresnel thin-mask. 
Both ZPC and RCWA also display a tilted phase in the main peak; but 
whereas the ZPC result shows the phase tilting slightly up and to the left 
throughout the entire peak, the RCWA result displays a transition from 
a downward to an upward tilt. There are potential confounding factors 
for both RCWA and ZPC in terms of determining which is more accurate. 
On the one hand the RCWA simulation is only an idealized geometry, 
with no surface roughness and a vertical etch. On the other hand the 
ZPC reconstruction could potentially suffer from experimental errors, 
with the most probable errors arising either from lateral misalignment 
or focus error. But in either case, the curves clearly show the difficulty 
of characterizing mask 3D effects, either in simulation or experiment. 
Furthermore, this is a relative “large” pitch at 560nm (mask scale). In the 
horizontal (shadowing) orientation, this would correspond to 140nm or 
70nm on the wafer scale, or a  of 1.7 and 1.4 for 0.33 and 
0.55 NA respectively. That is to say this feature is 6-7 × larger than the 
minimum possible value of k1 = 0.25, so 3D effects will be much greater 
for critical features near the resolution limit.

With the extension to hZPC, we can view how the complex field var-
ies not only in space, but also in wavelength. Figure 6 shows an image 
of the electric field as a function of wavelength and position for Fresnel 
thin-mask, hZPC, and RCWA. All three show similar trends, for instance 
increasing phase with increasing wavelength in the absorber region. 
But there are also clear differences, such as the trends in the amplitude 
of the central peak. The peak broadens for hZPC at low wavelengths, 
whereas the peak width stays approximately constant but shifts to the 
left for RCWA at low wavelengths. We can gain some additional intuition 
about the hyperspectral trends in the diffraction pattern by viewing the 
scattered orders in the complex plane, shown in Figure 7. The top plot 
displays the complex diffraction orders vs wavelength for all 3 curves; 
we can see that whereas the Fresnel thin-mask model has symmetric 
±m orders which form arcs in the complex plane (due to the changing 
Fresnel reflectance), both RCWA and hZPC have asymmetric ±m diffrac-
tion orders. We can more clearly compare these trends in the bottom 4 
plots that show the ±m orders for just RCWA and hZPC, with the mean 
removed to approximately align them. We see an interesting curvature 
of the orders, with opposite curvature for + and − orders, particularly 
in the ±1 and ±2 orders. The asymmetry between the orders continually 

increases as m increases (excluding ±4 for hZPC, which are likely not very 
accurate due to their relatively low magnitude and the susceptibility of 
high spatial frequencies to defocus error). This kind of trend where ±m 
asymmetry increases for increasing m is a characteristic mask 3D effect 
associated with shadowing; one way to interpret why this should happen 
intuitively is that as m increases, the angular divergence between the ±m 
orders increases, and due to the offset chief ray in this orientation, one 
order gets closer to normal incidence and the other gets more oblique. 
Therefore the ±m orders experience very different 3D scattering because 
of their divergent propagation angles.

5. Conclusion
We have demonstrated an extension of previous work on using Zernike 
Phase Contrast (ZPC) for making a spatially resolved measurement of 
the complex electric field scattered from an EUV mask. Our extension 
is to make the ZPC measurement at multiple wavelengths, hence the 
name hyperspectral Zernike Phase Contrast (hZPC). Directly measuring 
the complex electric field is a problem of great importance for achieving 
the highest possible image quality in the presence of mask 3D effects. 
By adding the additional capabilities of measuring at multiple illumina-
tion wavelengths, we open up the possibility of empirically measuring a 
higher dimensional description of scattering, which would most generally 
include two spatial dimensions and three illumination dimensions, but 
in this first demonstration of the approach we only include one spatial 
dimension (due to the one dimensional pattern) and one illumination 
dimension (wavelength). Traditionally the complex field scattered from a 
certain illumination plane wave has been accessible only through simula-
tions such as rigorous coupled wave analysis (RCWA), but now ZPC and 
hZPC open up the possibility of empirically verifying or calibrating these 
rigorous simulations. We also present the challenge of constructing an 
accurate model for RCWA, due to surface roughness which is not captured 
in the idealized RCWA geometry. Our physical model of the absorber 
and multilayer was determined by reflectometry, and unfortunately 
includes interface roughness. We show that simply setting roughness 
to zero results in a large phase error and therefore RCWA would not 
produce an accurate estimate of the phase. We get around this issue 
by constructing a roughness-free model where we adjust other physical 
parameters to make the Fresnel reflection coefficients of absorber and 
multilayer as close as possible to the original model. Using this roughness 
free model for RCWA, we are able to compare the complex electric fields 
from the Fresnel thin-mask model, hZPC, and RCWA. There are notice-
able differences between hZPC and RCWA but both deviate from the 
Fresnel thin-mask model, and furthermore the deviations in both cases 
are qualitatively similar when looking at the hyperspectral diffraction 
pattern in the complex plane. Both hZPC and RCWA display 3D effects 
characteristic of shadowing, such as asymmetry between the ±m diffrac-
tion orders which grows larger with increasing m. Furthermore, the +m 
and −m orders both deviate from the symmetric arcs predicted by the 
Fresnel thin-mask model, and the deviation takes on opposite curvature 
for +m and −m orders. We hope the newfound ability to measure arbitrary 
complex fields scattered from different plane-wave illumination condi-
tions may open up new possibilities for measuring and understanding 
mask 3D effects, allowing experimental measurement of effects that were 
previously accessible only through simulation.
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5. APPENDIX

5.1 Phase retrieval algorithm
The algorithm is primarily based on the PhaseLift algorithm for convex 
phase retrieval, wherein one does not directly solve for the complex 
field ~E, but instead for its autocorrelation X = Ẽ Ẽ ∗, where Ẽ ∈  is an 
n × 1 vector of Fourier coefficients, and X ∈  is an n × n positive 
semi-definite autocorrelation matrix.8 This is advantageous because the 
image intensity is linear in X whereas it is nonlinear (quadratic) in Ẽ. We 
call this linear operator , which takes in an 
n × n autocorrelation matrix X and outputs a vector of M intensity values 
I (where M is the number of pixels per image times the number of im-
ages). We can also express  in terms of its matrix representation L ∈ 

, such that L[X]n2×1 = (X), where the [.]n1×n2
 denotes reshaping to 

size n1 × n2. Switching to a linear imaging model makes the least-squares 
inverse problem convex, whereas nonlinear least-squares is generally 
non-convex. Practically, a convex problem offers mathematical guarantees 
about convergence to a true solution from any initial guess, whereas a 
non-convex problem does not.9

But the switch to this linear formulation does unfortunately increase the 
dimension of the unknown variable from n to n2 without any additional 
measurements. This is mitigated by placing a low-rank constraint on X, 
because the true X = ̃E ̃E∗ is the outer-product of two vectors and therefore 
rank-1. Rank-1 matrices are extremely “rare” in ,10 so this approach 
essentially reduces the dimension of the problem, without making any 
prior assumptions on which dimensions to remove. While the rank func-
tion is not convex, a low-rank solution is promoted by minimizing the 
trace of X, which is equivalent to the sum of singular values for a positive 
semi-definite matrix like X. The sum of singular values is also called the 
nuclear norm of a matrix (denoted || . ||∗), and it is the so-called convex 
relaxation (or best convex approximation) of the rank of a matrix.9 The 
nuclear norm, although not always differentiable, can be minimized with 
a proximal operator that applies a soft threshold to the singular values of 
a matrix while maintaining the same singular vectors. Concretely, if UΣV∗ 
= X is the singular value decomposition of X, then prox

α
(X) = Umax{0,Σ − 

αI}V∗.10 This intuitively reduces the rank of the matrix by setting singular 

values below α to 0 (and reducing the magnitude of the rest by α). We 
write the basic PhaseLift problem as:8 

We augment the problem in a few additional ways: data consistency 
with scatterometry measurements of the diffraction intensities, close-
ness to a subspace of (defocused) thin-mask scattering functions, and 
closeness of the nonzero diffraction orders to forming a straight line in 
the complex plane, and attenuated high-frequency content.

The scatterometry measurements allow us to constrain the amplitude 
of X. We take the diffraction orders measured by scatterometry, |Ẽs|, and 
calculate the outer product |X0| = |Ẽs||Ẽs|∗; we can then penalize the 
deviation of |X| from |X0| by minimizing the norm of the distance, where 
in this case we use the Frobenius norm-squared:

The use of an amplitude constraint unfortunately breaks the convexity 
of the problem, but previous simulations have shown that using scat-
terometry data in this way can greatly improve accuracy.5

The subspace of thin-mask scattering functions is determined by the 
span of a dictionary which can be rapidly generated on the fly from a 
given range of parameters. Say we have a matrix P ∈  of N designs, 
each with d parameters. In our case the parameters are the duty cycle, 
amplitude, phase, and defocus, representing our assumption that the 
final function is approximately a square wave (possibly out of focus). We 
define the Fresnel thin-mask scattering function fS(x) : x ∈ 
, which takes in a vector of d parameters (x) and returns a set of n com-
plex diffraction orders (E). Then we compute our dictionary D ∈ , 
where column j is the (vectorized) autocorrelation matrix D(j,:) = [fs(P(j,:))
fs(P(j,:))∗]n2×1. We then compute a projection matrix onto the range of D 
by means of the SVD. If UΣV∗ = D is the (possibly truncated) SVD of D, 
then the projection matrix is PD = UU∗. Finally we can enforce that our 
solution be close to the range of the subspace by minimizing:

This constraint is convex, because it is the composition of a norm and 
a linear map, both of which are convex.9

The straight line constraint is essentially another kind of binary con-
straint, but the implementation is quite different. The intuition behind 
this constraint is that for any even binary function, the nonzero Fourier 
coefficients lie on a straight line in the complex plane. For example, a 
square-wave impulse function centered on the origin has purely real 
Fourier coefficients. So we attempt to enforce this constraint on each 
column of X (because each column of X should be a scaled copy of Ẽ, 
which should follow this straight-line rule). For column j, we first define 
an n − 1 × 2 real-valued matrix A(X(j,:)) which contains all the nonzero 
diffraction orders of X(j,:), with the two columns containing the real and 
imaginary components respectively. Concretely, A(X(j,:)) = [Re {X(j,m ≠0)}, 
Im {X(j,m ≠0)}] ∈ . A straight line in 2D space would be described 
by a rank-1 matrix. As before we take the convex relaxation of rank as the 
nuclear norm. Then we enforce this constraint by minimizing:

 

As before with X we can apply a soft threshold to the singular values 
of A(X(j,:)) to enforce this constraint, and then use the result to update the 
nonzero diffraction orders of X(j,:). This operation is also convex, because 
this amounts to the nuclear norm composed with a linear map.

The final constraint is to favor low-frequency over high-frequency con-
tent, because the high spatial frequencies will be most strongly impacted 
by focus errors while at the same time their relatively lower magnitude 
makes them more susceptible to experimental errors. We accomplish this 
with a simple minimum-energy constraint, with a weighting factor that 
more heavily penalizes high frequencies. We define an n × 1 weighting 
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vector w = e−f2/2σ2, where f is the spatial frequency and σ is a Gaussian 
standard deviation. Then the outer product of this vector, W = ww∗ ∈ 

, can serve as a low-pass weighting matrix for X. So to minimize 
the high frequencies, we minimize:

This can be minimized by simply scaling each element of X by a factor 
proportional to the corresponding element of W.

The total optimization can then be written as:
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■ Global Fab Equipment Spending Projected to Reach 
New High of Nearly $100 Billion in 2022

Michael Hall and Christian G. Dieseldorff, www.semi.org

Powered by digital transformation and other secular technology trends, global semiconductor 
equipment investments for front end fabs in 2022 are expected to reach nearly US$100 billion 
to meet soaring demand for electronics after topping a projected $90 billion this year, both 
new records.

The new fab equipment spending records will mark a rare three consecutive years of growth that 
began in 2020, bucking the historical cyclical trend of a one- or two-year expansion followed 
by a year or two of tepid growth or declines. The semiconductor industry last saw more than 
two consecutive years of growth in the mid-1990s.

https://www.semi.org/en/news-media-press/semi-press-releases/global-fab-equipment-
spending-to-reach-new-high-of-nearly-%24100-billion-semi-reports

■ TSMC’s Second Gen EUV 3nm Process Can Reduce 
Layers By 20% & Improve Gross Margin

Ramish Zafar, www.wccftech.com

According to a report from Citigroup, the Taiwan Semiconductor Manufacturing Company 
(TSMC) is geared up for successive monthly revenue growth, removing the seasonality aspect of 
its business alongside significant cost reduction through the second generation of its leading-
edge 3-nanometer process. TSMC is responsible for manufacturing semiconductors for Apple 
Inc., NVIDIA, Qualcomm. The company’s successful partnership with Advanced Micro Devices, 
Inc (AMD) is also playing a crucial role in the latter’s meteoric rise in the computing industry.

https://wccftech.com/tsmcs-second-gen-euv-3nm-process-can-reduce-layers-by-20-
improve-gross-margin/

■ Optimizing VSB Shot Count for Curvilinear Masks

Jan Willis, www.semiengineering.com

The increased photomask write time with a variable-shape e-beam (VSB) writer has been a 
barrier to the adoption of inverse lithography technology (ILT) beyond the limited usage for 
hot spots. The collaborative study between Micron Technology and D2S to optimize VSB shot 
count for curvilinear masks was to find the most efficient way to reduce the VSB write time 
for curvilinear photomasks without losing the benefit of improved wafer performance. Blindly 
optimizing the VSB mask writer shot count (a proxy for the write time) won’t result in the same 
wafer performance benefits. The proposal is to co-optimize the shot count reduction with the 
ILT algorithm using mask and wafer simulation (MWCO). The wafer performance from MWCO 
is comparable to the full curvilinear ILT written on multi-beam writers. MWCO is not suitable 
for EUV masks, however, because of the larger geometry count and the higher energy required 
to expose the slower resists to achieve the required precision.

https://semiengineering.com/optimizing-vsb-shot-count-for-curvilinear-masks/

■ Chip Supply to Stay Tight for Another Year: Toshiba

Bloomberg, www.taipeitimes.com

Toshiba Corp said it would not be able to meet demand for power-regulating chips for another 
year and, in certain cases, through the end of next year, offering a fresh warning for makers of 
vehicles, consumer electronics and industrial machines struggling with component shortages.

“The supply of chips will remain very tight until at least September next year,” said Takeshi 
Kamebuchi, a director in charge of semiconductors. “In some cases, we may find some customers 
not being fully served until 2023.”

Material shortages and demand outpacing output capacity are to blame for Toshiba’s inability 
to fulfill orders for a component that does not require advanced production technology and 
has typically been deemed a commodity, Kamebuchi said.

https://www.taipeitimes.com/News/biz/archives/2021/09/04/2003763750
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