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Adaptive sensor management in target tracking [4728-37]
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Bayesian approach to avoiding track seduction [4728-39]
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J. Greenewald, S. Musick
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**Evaluation of fusion-based ATR technology [4729-11]**
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**ATR evaluation through the synthesis of multiple performance measures [4729-12]**
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  L. Hong, S. Cong, D. Wicker
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